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Abstract

This study aims to identify the creep behavior of Zircaloy-4 fuel claddings under simulated reactivity initiated accident (RIA)
thermo-mechanical conditions. In a previous work ballooning creep tests performed in simulated RIA conditions were described.
A challenge to overcome when analyzing these experiments is that ballooning tests imply structural effects during the deformation
of the specimen that have to be taken into account to identify the creep behavior of the material. In this paper a FEMU (finite
element model updating) based identification is proposed to identify the creep law of the cladding, weakly coupled to the phase
transformation of the material at high temperatures. Since the loading conditions are solely known in the part of the optical field
of the cameras used for stereocorrelation, only this region is modeled using a Love-Kirchhoff assumption to impose the boundary
conditions through the sample thickness. A Norton creep law, whose parameters are expressed as a function of the β phase fraction
in the material, is identified and reproduces the first 10 seconds of the experiments with mean errors on the radial displacement
rates of about 10%. Finally, an extension to higher time scale is proposed in Norton’s law to model the non linearity in the material
response by taking into account the grain growth contribution.

Keywords: RIA, Identification, Creep, Zircaloy-4, Full-field measurements, FEMU

1. Introduction

The Reactivity Initiated Accident (RIA) is one of the design
basis accidents studied for Pressurized Water Reactors. It re-
sults from a sudden insertion of reactivity within the nuclear
core. Regarding the fuel rod behavior, it can be split in two con-5

secutive phases: the Pellet Clad Mechanical Interaction (PCMI)
phase, followed by the post-Departure from Nucleate Boiling
(post-DNB) phase. During this latter phase, the temperature of
the fuel claddings may increase up to temperatures greater than
900 °C with very fast heating rates (around 1000 °C/s), mean-10

while the claddings are internally pressurized by filling gas and
fission gas release [1]. For safety purposes, the least penalizing
transients leading to fuel rod failure must be determined, which
requires a precise knowledge of the cladding constitutive law in
all of these conditions. Identifying a constitutive model of the15

fuel cladding response in post-DNB conditions is then of great
interest.

It is well-known that the thermo-mechanical properties of a
material are strongly linked to its microstructure, and that the
microstructure depends on the fabrication process. From this,20

it follows that it is sometimes necessary to work directly on
structural samples, in order to take into account the effects of
geometry and fabrication process of the specimen on its thermo-
mechanical behavior. On another hand, the loading conditions
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may also play an important role in the material response. As an25

example, the heating rate may affect the phase transformation
of the material [2, 3, 4] and thus may affect its mechanical prop-
erties [3, 5, 6]. Therefore, the identification of a constitutive
model must be done in conditions as close as possible to real
life conditions in order to avoid extrapolations that may lead to30

uncontrolled discrepancies. Following this idea, an innovative
device was developed recently in [6] to reproduce simulated
post-DNB thermo-mechanical conditions directly on cladding
sections made of Zircaloy-4. It is worth noting that the ef-
fects of irradiation-induced defects were not considered in this35

work. Such effects are very complicated to study, especially
for safety reasons. Even if irradiation defects tend to recover
at high temperatures [7, 8], nothing indicates that this recovery
is fast enough to have no impact during the post-DNB phase of
a RIA. Further studies should be carried out to investigate the40

influence of irradiation defects after high thermal transients.

In [6], creep ballooning tests were performed on fuel
cladding sections under conditions representative of the post-
DNB phase of a RIA: the tubular sample was first internally
pressurized, followed by heating until high temperature with45

fast heating rate (≃ 1200 °C/s). The temperatures of inter-
est ranged from 840 to 1020 °C. The ballooning deformation
and the temperature at the sample surface were measured by
stereo-correlation and near infrared thermography, respectively.
The sample, made of Zircaloy-4 alloy, shows a (α → β) phase50

transformation at high temperature from around 800 to 1000 °C
[3, 9, 10, 4]. This transformation, studied and modeled in [4]
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from equilibrium to 2000 °C/s, shows a strong dependence to
the heating rate. The creep results of [6] evidenced a close link
between the phase transformation and the mechanical proper-55

ties, as well as an important impact of the heating rate on the
mechanical properties of the material. However, due to struc-
tural effect the stress state could not be accurately estimated to
identify with sufficient accuracy a constitutive creep law.

To the authors knowledge no constitutive model has yet been60

identified in post-DNB conditions, i.e. with very fast heating
rate, mainly due to experimental and identification difficulties.
Based on the finite element model updating (FEMU) method
[11, 12, 13, 14] this paper aims to identify a creep law weakly
coupled to the phase transformation, using the experimental re-65

sults of [4, 6]. A single and continuous law is developed to
reproduce the experimental creep results obtained in simulated
post-DNB conditions from 840 to 1020 °C. The impact of the
heating rate on the creep properties is also discussed using ex-
isting results from the literature. The present work also details70

a procedure to model the experiments, since the loading con-
ditions were only known in a restricted region of the samples
during the tests. The 3D-modeling, based on a Love-Kirchhoff
assumption through the thickness, is presented as well as its
sensitivity to input parameters to ensure the efficiency of the75

identification algorithm.
This paper is decomposed as follows. First, the experimental

results, the modeling of the experiments and the FEMU method
are presented. The identification procedure is then validated
on a virtual test case representative of the experiments. In the80

fourth part a creep law coupled to the phase transformation is
identified based on the experimental results of [6]. Finally, an
extension to higher time scale is proposed in Norton’s law by
taking into account the grain size contribution to model the non
linearity in the material response.85

2. Experimental results, material and methods

2.1. Experimental device, specimens and results

The so-called ELLIE test facility and the experimental results
are here briefly summarized. More information can be found in
[6] and [15].90

The specimens are 90 mm long fuel cladding sections made
of stress relieved annealed Zircaloy-4. The tubes have an ex-
ternal diameter of 9.5 mm and a wall-thickness of 0.57 mm.
The samples are loaded on the ELLIE device, which enables
reproducing simulated post-DNB conditions. The experimen-95

tal procedure can be described as follow : (i) the samples are
mechanically loaded with an internal pressure and a compres-
sive force, (ii) when the mechanical loading is stabilized the
samples are heated using an induction system until a regulation
temperature with a heating rate of around 1200 °C/s, (iii) the100

thermal and the mechanical loads are maintained to observe the
creep deformation of the sample. Around twenty tests were per-
formed in these simulated RIA conditions with temperatures of
interest ranging from 840 to 1020 °C and with two relative lev-
els of pressure of 7 and 11 bar. One additional experiment was105

carried out with a pressure of 9 bar to validation purposes, as

presented in the following. All the experiments were performed
within an enclosure where an argon flush was set up during the
tests to prevent the samples from oxidation.

Figure 1 presents how the experimental results were ex-110

tracted from the tests. The thermal and the kinematics full-
fields were measured by near infrared (NIR) thermography and
stereo-correlation (3D-DIC), respectively. A methodology, pre-
sented in [16], enabled the two kinds of fields to be obtained
using the same two CMOS cameras. Thus, the displacement115

evolution, as well as the temperature evolution, were obtained
on the whole region seen by the cameras. Using these data,
the mean creep rates were computed as a function of the mean
temperature at each node of the correlation mesh and for each
test during the first ten seconds of the experiments, which is120

the approximate maximum duration of the boiling crisis of a
RIA. Gathering the results of all the tests in one single graph, a
complex creep behavior has been evidenced.

Three different creep domains have been identified from 840
to 1020 °C. The first one ranged from 840 to 910 °C. In this125

domain, the β fraction is low (⩽ 10%), the grains are small and
equiaxed, and the creep rate increases with the temperature. In
the second domain, defined from 910 to 970 °C, the creep rate
decreases while the temperature increases. The grain size re-
mains small and the β fraction ranged from around 10 to 100%.130

Because the temperature was maximal at the middle of the sam-
ple and decreased toward the jaws, two areas affected by higher
creep deformation than elsewhere were obtained on the speci-
mens located from either side of the hottest region. It resulted
in the so called "butternut shape" profile on the samples at the135

end of the experiments. The third domains corresponds to the
pure β domain at 970 °C. In this domain the creep rate increases
anew with the temperature. As the β grain growth is not blocked
anymore by the remaining α phase, big β grains are observed
in this domain. In [6], a uniform stress in the two phases was140

assumed to estimate the creep behavior of the material in the
two-phase domain. However, due to structural effects that may
take place within the samples during the experiments, the stress
state could not be accurately estimated, at least with enough
confidence to identify a constitutive law.145

2.2. Material behavior
Phase transformation

Zircaloy-4 presents a hexagonal close-packed α phase stable
under around 800 °C, and a body centered cubic β phase stable
above around 1000 °C. Between these two temperatures, the150

two phases coexist within the material. The phase transforma-
tion of the material is computed using the model characterized
in [4], which is based on a Leblond’s equation [17]. It reads:

d fβ

dt
=





feq(T )− fβ

τ(T )
if fβ > F500(T )

F500(T )− fβ

dt
otherwise.

(1)

where T is the temperature, fβ is the fraction of β, feq(T ) is the
fraction of β at equilibrium for a temperature T , F500(T ) is a sat-155

uration function describing the fraction of β at a temperature T
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Figure 1: Procedure used in [6] to extract the experimental results from the creep tests.

during a heating where the heating rate is greater than 500 °C/s,
and τ(T ) represents the characteristic time of transformation.

τ(T ) is defined using an Arrhenius-type equation such as:

τ(T ) =
�

k0.e−
Q f
R.T

�−1

, (2)

where k0 is a kinetic prefactor, Q f is an activation energy and R160

is the perfect gas constant.
The equilibrium function feq reads:

feq(T ) = 1− e−[C.(T−T0)]
n
, (3)

where C, T0 and n are three material constants characterizing
the rate of transformation during heat up phase.

The function F500 is defined using the same formulation:165

F500(T ) = 1− e−[C2.(T−T2)]
n2
, (4)

where C2, T2 and n2 are three constants describing the fastest
transformation rate observed in the material. Above 500 °C/s
heating rate has no more influence on the phase transformation
kinetics.

The values of the parameters of Equations (2), (3) and (4) are170

given in Table 1.

Mechanical behavior

τ(T )
ln(k0) 79.62
Q f (kJ.mol−1) 764.2
C (°C−1) 6.89 10−3

feq(T ) T0 (°C) 750.0
n 4.14
C2 (°C−1) 1.36.10−2

F500(T ) T2 (°C) 865.4
n2 4.18

Table 1: Parameters of Equations (2), (3) and (4).

Since the deformation levels reached during the tests can
be important, true stress and strain definitions are used in this
study. The total deformation of the material can be decomposed175

such as:

ε = εe + εth + εvp, (5)

where ε, εe, εth, and εvp are the total, elastic, thermal and visco-
plastic deformations, respectively.

The elastic behavior is described using a isotropic description
with a temperature-dependent Young’s Modulus E described in180

Equation (6) and a Poisson’s ratio of 0.342 [18].

E(T ) = 116.1−59.10−3.(T +273.15) [GPa], (6)
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where the temperature T is expressed in °C.
The isotropic thermal deformation is described using a co-

efficient of thermal expansion (CTE) associated to each phase.
The CTE of the α and β phase are set equal to 9.6.10−6 °C−1

185

and 1.32.10−5 °C−1, respectively, according to [4]. The refer-
ence temperature at which the thermal strain is considered to be
zero is set in each test to be the temperature obtained from the
first image of the test by near infrared thermography.

Based on [19], the visco-plastic strain rate tensor ε̇vp is de-190

fined such as:

ε̇vp =
3
2

ṗ
σ′

σvM
, (7)

where σvM is the von Mises stress, σ′ is the deviatoric stress
tensor and ṗ is the accumulated plastic strain rate, referred for
convenience as the creep rate hereinafter.

The creep rate ṗi of each phase i is defined using a Nor-195

ton’s formulation commonly used to describe the steady stage
of creep in zirconium alloys [20, 21, 22, 23], which reads:

ṗi = Ai σni
vM exp

�
− Qi

RT

�
, i = α;β (8)

where Ai is a constant, ni is the Norton’s exponent, Qi is an
activation energy.

The material behavior in the two-phase domain is modeled200

assuming a serial distribution of the two phases [6, 24], which
can be formulated such as:

Σ = σα = σβ (9)

˙̄p = ṗα.(1− fβ)+ ṗβ. fβ (10)

where Σ, σα and σβ are the homogenized stress, the stress
in the α phase and the stress in the β phase, respectively. fβ
is the β phase fraction, ˙̄p, ṗα and ṗβ are the homogenized205

accumulated plastic strain rate, the accumulated plastic strain
rate in the α phase and the accumulated plastic strain rate in
the β phase, respectively.

It follows that 6 parameters {Ai ; ni ; Qi} have to be identified210

in the domains i = {α;β}.

It is worth precising that three assumptions were used to
model the material behavior in this study. (i) It is assumed
that the stress state does not influence the phase transforma-215

tion. Phase transformation studies under loading should be car-
ried out to validate this assumption. (ii) Because of the very
fast recrystallisation at high temperature [25], an isotropic be-
havior was considered. Anisotropy could be taken into account
for lower temperatures, using a Hill definition of the equivalent220

stress for instance. (iii) The behavior of the α and β phase are
considered to follow the same law in the single and two-phase
domain while their microstructure and chemical composition
may be different.

2.3. The FEMU method225

The identification problem is solved using the FEMU
method, which consists in comparing experimental to finite el-
ement (FE) results in order to identify a set of parameters λ. A
finite element modeling is developed to numerically reproduce
the experiments, and of course a constitutive law where the set230

of parameters λ is sought. The method also requires the defi-
nition of a cost-function, which is commonly described using a
mean-square formulation on the displacements as follow:

η2(λ) =
1

N.γ2 (Uexp −Unum(λ))t .(Uexp −Unum(λ)), (11)

where Uexp gathers the experimental radial displacements mea-
sured by stereo-correlation, Unum(λ) gathers the numerical ra-235

dial displacements obtained with the set of parameters λ, N de-
notes the number of data extracted from DIC and γ is the stan-
dard deviation of noise on the measured displacements. This
cost function is expected to be equal to unity if the errors are
solely due to noise [13]. Using the 3 directions of the displace-240

ments in the cost function didn’t induce any differences in the
results since the hoop and axial displacements are much less
sensitive than the radial ones to ballooning deformations.

The minimization of this cost-function can be resolved by an
iterative Gauss-Newton algorithm such as:245

δλ = H−1Jt(Uexp −Unum(λ)), (12)

where δλ, is the parameter increment, J is the Jacobian matrix
gathering the sensitivity fields (δUnum = Jδλ) and H is the ap-
proximated Hessian computed such as H = JtJ.

The optimization is considered as converged when the cost-
function evolution and the parameter evolution become lower250

than 1% for an iteration. The sensitivity of the model to the
parameters is naturally computed during the minimization pro-
cess. It is a useful tool to ensure the relevance of the experi-
ments performed to the constitutive model identification. This
will be developed in the following.255

2.4. Finite element modeling
The thermal loading was not axisymmetric during the exper-

iments. The temperature and the displacements are only known
in the region of interest (ROI) at the external surface of the sam-
ple. It follows that only this ROI was modeled to numerically260

duplicate the experiments. The DIC surface mesh is "extruded"
toward the radial direction to obtain a 3D mesh as shown in Fig-
ure 2. Two elements at the boundary of the correlation mesh are
not extruded, in order to limit boundary errors and compute ac-
curately the surface normal. For all the tests, the FE mesh of the265

ROI represents a section of about 40° of arc length and 9 mm in
height. The commercial software Abaqus is used to perform the
FE analysis and to account for the geometric non-linearity. Six
incompatible mode eight-node brick "C3D8I" elements [26] are
used through the thickness to obtain a converged mesh.270

The temperature obtained at the surface of the samples by
NIR thermography is imposed at each time step to the FE nodes.
The induction heating system led to a uniform temperature
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Figure 2: Extrusion of the FE mesh from the correlation mesh.

across the thickness so the temperature imposed at the surface
is propagated through the sample thickness. The internal pres-275

sure measured during the test is applied on the internal surface
of the tube. The outer pressure during the tests being the atmo-
spheric one, the external surface of the cladding is then consid-
ered as a free edge. The radial, hoop and axial displacements
(Ur ; Uθ and Uz, respectively) measured by 3D-DIC are applied280

to the master nodes depicted in red in Figures 2 and 3. These
master nodes correspond to the nodes of the external surface
at the ROI boundaries. It is obvious that the external section
cannot neither be let free nor be constrained by propagating the
displacements through the thickness, like done for the tempera-285

ture. To overcome this, a Love-Kirchhoff kinematic is imposed
to the external section of the ROI. The slave nodes, depicted in
blue in Figure 3 are constrained to have displacement compo-
nents remaining parallel to the surface normal, while keeping
their degree of freedom along this normal. The normal n⃗ is290

computed at each time step using the sample topology obtained
by stereo-correlation as presented in Figure 3.b.

(a) (b)

Figure 3: (a) Ur , Uθ and Uz are imposed to the master nodes, the slave nodes
are constrained to stay on the normal n⃗ ; (b) computation of the normal n⃗ using
the correlation nodes.

The displacements obtained by 3D-DIC were noisy, with
noise of around 1 µm for the in-plane displacements and about
5 µm for the out-of plane displacements. To avoid stress con-295

centration and convergence problems the displacements at the
edge of the ROI are first smoothed using polynomial functions
such as:

H(θ,z) =
5

∑
i=0

i

∑
k=0

�
Ξ(i−k)k.θi−k.zk

�
(13)

where θ and z are the angular and axial coordinates of the nodes,

respectively. Ξi j are the polynomial coefficients.300

3. Virtual test: performance evaluation

3.1. Description of the virtual case
To validate the identification method a virtual test case is

setup. Five calculations are performed where the tubular sam-
ple is entirely modeled (cf. Figure 4). 6 "C3D8I" elements are305

used through the tube thickness. The axial temperature is im-
posed using a quadratic function knowing that the temperature
is maximal at the center and minimal at the jaws where it is set
to 500 °C. A circumferential thermal gradient of 25 °C is im-
posed to better represent the experiments. The sample is then310

internally pressurized.

Figure 4: FE modeling of the virtual case.

The visco-plastic behavior of the material is modeled using
the Norton’s law described in Equation (8). The parameters are
set such as ln(A) = 11, n = 4 and Q = 250 kJ.mol−1. These
3 parameters composed the reference set λre f .315

Five simulations are carried out with different loading condi-
tions as presented in Table 2. The computations are interrupted
at a test time of 10 seconds, being the characteristic time of a
reactivity initiated accident.

Test 1 Test 2 Test 3 Test 4 Test 5
Tmax (°C) 950 950 900 930 1000

Pi (bar) 7 11 11 11 7

Table 2: Loading conditions of the virtual case. Tmax corresponds to the max-
imal temperature at the center of the sample and Pi correspond to the internal
pressure.

The displacements and the temperature are extracted from a320

region of 40° of arc length and 9 mm in height at the center of
the sample to simulate the experimental results Uexp. To be rep-
resentative of the experiments, white noise of 1 µm and 5 µm is
added on the in-plane and out-of-plane displacements, respec-
tively, to challenge the convergence stability of the algorithm.325

The ROI is then modeled following the procedure described in
section 2.4. The set of initializing parameters of the creep law
is finally strongly perturbed leading to the set λ0 with ln(A)= 4,
n = 1.5 and Q = 120 kJ.mol−1.

3.2. Sensitivity of the method330

Since all the external boundaries of the ROI are fully con-
strained, one may ask if the calculations are sensitive to a pa-
rameter perturbation. To study the sensitivity, the mean sensi-
tivity of a node Smean is defined such as:
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Smean =
1
3

3

∑
i=1

����
Unum(λ)−Unum(λ+δλi)

Unum(λ)

���� , (14)

where λ = {A,n,Q} and δλi is a small perturbation applied to335

the parameter i. Unum(λ) gathers the numerical radial displace-
ments obtained with the set of parameters λ.

It is then possible to obtain the spatial distribution of sensitiv-
ity as well as its temporal evolution at a given node. Examples
of sensitivity results are given in Figure 5 for the Test 4 and for340

a parameter perturbation of 0.2%.
The sensitivity of the test is important with a maximal value

of around 0.8% at t = 10s at the center of the ROI. The sensi-
tivity at the boundaries is null, because all the degree of free-
dom are constrained, and increases toward the center. Having345

an important sensitivity is important to minimize the number of
iterations needed and limit the risk of finding a local minimum.

3.3. Results of the virtual test case

The FEMU method is applied using the set λ0 to initialize
the algorithm. The results are given in Figure 6.350

The three parameters are found at 95% of the reference pa-
rameters at the fifth iteration and at 99% at the eighth iteration.
From the eighth iteration the residual evolution and the param-
eter evolution become lower than 0.5%, the algorithm is then
considered as converged. The final residual is equal to 1.09.355

The mean error on the radial displacement is around 0.5% and
the parameters are found with maximal errors of 0.8% com-
pared to their reference values (cf. Table 3).

Converged parameters Relative error
ln(A) 10.91 0.8%

n 3.98 0.6%

Q (kJ.mol−1) 248.9 0.4%

Residual η(λ) 1.09

Table 3: Converged parameters and relative errors compared to the reference
set λre f .

The virtual test case shows excellent robustness of the iden-
tification algorithm and fast convergence. Only 8 iterations360

are needed to obtain the parameters at 99% of their reference
values, while they were initially strongly perturbed. Further-
more, this test case enables validating both the use of a Love-
Kirchhoff kinematic across the external section and the smooth-
ing of the displacements at the boundaries of the extracted mesh365

by polynomial surfaces.

4. Application to the experiments

The method is then applied to the experiments performed in
the ELLIE bench simulating post-DNB conditions presented in
[6].370

4.1. Initialization of the algorithm

The identification process needs (Ne×(Nλ+1)) calculations
per iterations, where Ne is the number of experiments modeled
and Nλ is the number of sought parameters. To have a maxi-
mum test conditions, the 24 experiments of [6] are used in the375

identification process. It leads to a number of 168 calculations
per iterations. In order to minimize the number of iterations it is
useful to find the best initial set of parameters λ0. To do so, two
assumptions are formulated to be able to resolve analytically
the mechanical problem. First, the stress state during the tests380

is approximated assuming that the sample can be represented as
an open thin-walled cylinder (since a force was applied during
the tests to compensate the end caps effect). follows:

σvM =
Pi.(Ri +Ur)

e.(1+ εrr)
, (15)

where Pi is the internal pressure, Ri is the initial inner radius, Ur
is the radial displacement, e is the initial thickness and εrr is the385

radial deformation obtained using the displacements measured
by 3D-DIC and the assumption of volume conservation in the
plastic domain.

Second, using the radial displacement measured by stereo-390

correlation, the strain rate ˙̄p is approximated such as:

˙̄p =
U̇r

Re(t)
, (16)

where U̇r is the radial displacement rate, and Re is the external
radius of the sample.

The set of parameters λ0 is then identified using the Equa-
tions (1), (10), (15) and (16). All the radial displacement values395

obtained in the tests are used to perform the initialization. As a
reminder, only the first ten seconds of the tests are studied for
the moment.

4.2. Results of the identification

The final values of the parameters obtained after the FEMU400

procedure are given in Table 4. The residual evolution is pre-
sented in Figure 7. The algorithm converged after only 4 it-
erations. The parameters do not evolve significantly while the
residual decreases by 27%. It denotes a high sensitivity of the
tests to a parameter perturbation. The final residual is equal to405

2.22 times the noise level.
A new scalar is introduced to quantify the error between the

model and the experiments: ξ. It represents the mean error on
the radial displacement rates of a test, which reads:

ξ(%) =
1
N

N

∑
i=1

����
U̇exp

r −U̇num
r

U̇exp
r

����×100, (17)

where N is the number of nodes on the correlation mesh of a410

test, U̇exp
r gathers the radial displacement rates of the test and

U̇num
r gathers the radial displacement rates obtained by calcula-

tions with the set λ f .
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(a) (b)

Figure 5: (a) Sensitivity surface extracted at t = 10s for the Test 4 ; (b) temporal evolution of the sensitivity at the center of the ROI (red point in Figure (a)).

ln(Aα) nα Qα (kJ.mol−1) ln(Aβ) nβ Qβ (kJ.mol−1)

λ0 48.7 1.11 544.2 43.4 4.53 603.9

λ f 48.6 1.11 545.0 43.2 4.45 607.6

Table 4: Values of the initial and final set of parameters.

Figure 8 compares the experimental radial displacement rates
to the computed ones. The mean approximated strain rate dur-415

ing the first 10 seconds is plotted as a function of the tempera-
ture for all the tests and at each node of the correlation mesh.
The mean error of each test, described by the Equation (17),
is also given in the upper graph. The evolution of the phase
fraction is also given at equilibrium and for a heating rate rep-420

resentative of the experiments (≃ 1200 °C/s), computed using
Equation (1). The calculations reproduce the experimental re-
sults with good agreements. The mean error ξ on the radial
displacement rates is equal to 10.5%, which is considered as
very good for these kinds of experiments. The error is more425

important at the lower temperatures, where the signal/noise ra-
tio is low. A slightly more important error is observed around
970 °C, when the material switches from the two-phase domain
to the β domain. A high sensitivity of the metallurgical state to
the temperature is expected around this transition [4, 6].430

4.3. Validation on an additional experiment

Once identified, the model is validated using an additional
experiment, which was not used during the identification pro-
cess. The internal pressure during the test was 9 bar and the
loading conditions are given in Table 5. The results of the cal-435

culation are presented in Figure 8.
The residual for this test is 2.47 and the mean error ξ is

10.7%. It corresponds to the mean value obtained for all the
tests modeled. Figure 9 presents the displacements and the frac-
tion of β extracted from an axial line at the center of the ROI440

at t = 10s. The temperature distribution is also given. First, it
is worth noticing that two more deformed areas are present and
are not located at the hottest point which is at the middle. In

TROI ( °C) dT/dt ( °C/s) OS+ ( °C) ∆T ( °C)

948 1281 5 941 - 952

Table 5: Experimental conditions of the additionally experiment performed.
The internal pressure was 9 bar. TROI represents the temperature computed at
the center of the ROI by NIR thermography. dT/dt is the mean value of the
thermal transient measured by the pyrometer. OS+ is the difference between
the maximal temperature reaches at the end of the transient and the regulation
temperature [6]. ∆T gives the mean thermal distribution within the ROI at
t = 10s.

this domain of temperature, the creep rate decreases while the
temperature increases, leading to the "butternut shape" profile445

on the sample already mentioned in Section 2 (it is the second
domain of creep identified in [6]). Higher strains are observed
at lower temperatures, where the β fraction is lower. It can be
observed that this "butternut shape" profile is well reproduced
by the model. The mean error on the displacements between450

the calculation and the experiment is 4.8%. The model is thus
considered as valid within the range of loading conditions in-
vestigated.

4.4. Discussion

This work succeeded in reproducing the creep response of455

Zircaloy-4 in the whole domain of loading conditions investi-
gated in [6] using a single and continuous equation. However
some points and assumptions need to be discussed.

A Norton’s creep law is used to model the creep behavior
of the two phases while the steady stage of creep is not reached460

yet. However, as the test duration analyzed is short (10 seconds)
and as the level of deformation remains low at 10 seconds the
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(a) (b)

(c) (d)

Figure 6: Results of the virtual case: (a) evolution of the residual η ; (b) evolution of ln(A)/ln(Aref) ; (c) evolution of n/nref ; (d) evolution of Q/Qref.

Figure 7: Evolution of the residual η for the identification of a creep law re-
producing the first ten seconds of all the experiments performed in simulated
post-DNB conditions (serial assumption).

model is able to reproduce the experimental data. The next sec-
tion proposes an extension of the model at higher time scale by
taking into account the grain growth contribution in the creep465

response of the material.

The assumption was made that the phases are present in a se-
rial distribution in the two phase domain. It led to good results,
and succeeded to reproduce the "butternut" profile on the sam-
ple in the two-phase domain. However additional data in the470

pure α domain at equilibrium, i.e. at lower temperatures, are
still needed to validate this serial assumption.

A stress exponent around unity is identified for the α phase,
which is characteristic of a diffusion creep mechanism. On the
other hand, a dislocation creep mechanism is observed in the β475

phase, evidenced by a stress exponent of around 4.5. These ob-
servations are in good agreement with the literature for this low
level of applied stress [21, 20, 27]. Since the results of the liter-
ature were obtained in isothermal conditions with low heating
rate, it may be concluded that there is no impact of the heating480

rate on the activated creep mechanism up to 1200 °C/s. It is also
worth noticing that in [6, 4] a small grain size was evidenced in
the α phase, and much bigger grains were observed in the pure

8



Figure 8: Comparison between the numerical creep rates, computed using the final set of parameters λ f and the equations given in Section 2 (serial assumption),
and the experimental results of [6]. The evolution of the phase fraction against temperature is also given at equilibrium and under a heating rate of 1200 °C/s.

Figure 9: Comparison between the experimental and the numerical displace-
ments obtained along an axial line at the middle of the ROI for the 9 bar test.

β phase. These grain sizes are consistent with the creep mech-
anisms identified in each phase since diffusion and dislocation485

creeps are usually favored by small and important grain sizes,
respectively.

While the stress exponents identified are in the expected or-
der of magnitude under the tested conditions, the activation en-
ergies identified following a very fast heating are much higher490

in the two phases than the ones identified in the literature in
isothermal conditions. The activation energy in the α phase for
a diffusion mechanism is usually estimated around 150kJ/mol
[27, 21, 20] for isothermal tests, and the one in the β phase for
a dislocation mechanism is about 140kJ/mol [28, 29, 30, 21].495

Activation energies of about 600kJ/mol were identified in the
two phases when the material was heated with a very fast heat-
ing rate. Additional microstructure analysis should be carried
out to better understand the underlying mechanisms behind this
change in the activation energies. It is also possible that the500

activation energy accommodates in the minimization process
to fit the experimental data, because of the assumptions made
to model the material behavior (i.e. a serial distribution of the
two phases, no impact of the stress state on the phase transfor-
mation, and no change in the creep law in the α and β phases505

between the single and two-phase domains). More experimen-
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tal data (especially results in the pure alpha domain) is needed
to discriminate whether these energy values are true or come
from one (or several) of the bias(es) mentioned above.

From a numerical point of view one may notice that the resid-510

ual obtained with the initial set of parameters is close to the
converged residual. It has been demonstrated that this is not due
to a low sensitivity of the calculations to the parameter values.
The low evolution of the residual can be explained by the high
quality of the initialization, which was carried out with a large515

amount of data, and with assumptions that appear to be not far
from the truth. In some case it may be useful to spend some
time in finding a good starting set, in order to save an impor-
tant calculation time afterwards and possibly avoid diverging
problems.520

In [6] only the first ten seconds of the experiments were an-
alyzed since it is the characteristic time of a reactivity initiated
accident. The relatively small strain levels reached at 10 sec-
onds enables the Norton’s law to reproduce well the experi-
mental data, but it cannot be extended to longer test times. The525

following section proposed to extend the identification up to
the first 100 seconds of eight tests located in the two-phase do-
main. In order to take into account the secondary stage of creep
the impact of the grain size evolution on the creep properties
is modeled. Furthermore, since the deformations are higher at530

100 s the structural effects have to be taken into account with
a finite element based identification method, which enables re-
producing the 3D stress state in the material.

4.5. Extension to 100s

In order to be more representative of other accidents, like the535

loss of coolant accident, the identification procedure was also
performed on eight experiments carried out in the two-phase
domain during the first 100 seconds of the tests.

The primary stage of creep is taken into account by adding
the grain size evolution in the Norton’s creep law [31, 22]. The540

creep rate now reads :

Ė = ∑
i

Ai

�
D0i

Di

�gi

σni
vM exp

�
− Qi

RT

�
fi, with i = {α;β},

(18)
where the subscript i defined the phase, D0i is the initial grain
size of the phase i, Di is the grain size of the phase i.

The grain size evolution is modeled using the following equa-545

tion [22, 32] :

dDi

dt
= Ki exp

�
−Qdi

RT

� � t
τ

� 1−mi
mi , with i = {α;β}. (19)

where Ki is a constant, Qdi is an activation energy, m is the
temporal exponent and τ is a characteristic time. In this
application τ is set to 10s since it is the characteristic time of a
reactivity initiated accident. 16 parameters have finally to be550

identified in Equations (18) and (19).

An initial set of parameters is identified using Equations (15)
and (16) and an assumption of a serial distribution of the phases.
Not enough data on the microstructure evolution are available555

in the literature. It follows that the uniqueness of the solution is
not ensured. To obtain physically acceptable results the initial
grain size was constraint to be inferior than 10 µm and the max-
imal grain size at 100s was bounded to be inferior than 50µm.
These boundaries were set following the microstructure data of560

[30] for Zircaloy-4 and of [33] for M5 alloy). The idea here is to
show that a grain growth contribution in the creep law enables
well reproducing the hardening of the material. Additional data
on the microstructure evolution would be necessary to obtain
the true evolution of the grain size during the experiments.565

The evolution of the objective function is given in Figure 10.
In this case the initial error is high because the ballooning de-
formation of the sample generates a complex stress state within
the sample, which therefore cannot be well approximated by the
Equation (15). The residual decreases quickly in four iterations570

up to a converged value equal to 2.7 times the noise level. The
values of the parameters of Equations (18) and (19) are given in
Table 6.

Figure 10: Evolution of the residual η for the identification of a creep law with
a grain size contribution reproducing the first 100 seconds of eight experiments
performed in the two-phase domain.

The evolution of the grain size for the α and β phase is given
in Figure 11 for a test performed at 930 °C. The α grain size575

does not evolve significantly with time while the β grains grow
from very small grain size (nucleation) to several tens of mi-
crons. These results are consistent with the results of the litera-
ture [30, 33]. Figure 12 compares the radial displacement nor-
malized by the initial inner radius obtained experimentally and580

numerically at the center of the ROI. The grain size contribution
enables the secondary stage of creep to be well reproduced with
mean error on the radial displacement rates of 6.6%. Adding a
grain growth contribution in the creep law seems then to be a
good way of reproducing the hardening of the material in the585

two-phase domain. Other sources could also be responsible of
the non-linear hardening observed during the tests, such as a
microstructure evolution of the material or a strain hardening
mechanism. This may be investigated in further studies.
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ln(Ai) ni Qi (kJ.mol−1) gi Ki Qdi (kJ.mol−1) mi D0i (µm)

i = α 35.5 1.31 411.5 3.5 0.38 26.4 1.0 5.0

i = β 24.2 3.47 371.1 1.0 62.37 50.1 4.0 1.47

Table 6: Values of the parameters of Equations (18) and (19) with i = {α;β}.

Figure 11: Evolution of the α and the β grain sizes obtained for a temperature
of 930 °C using the Equation (19) and the set of parameters given in Table 6.

5. Summary and Conclusion590

In this work, a creep model weakly coupled to the phase
transformation of the material has been identified for Zircaloy-
4 fuel claddings in simulated post-DNB conditions, based on
the results of [6]. This model, being the very first identified
in such conditions, is expected to be a very good start in the595

study of the creep response of zirconium alloys under very high
heating rate. The temperatures of interest in this work range
from 840 to 1020 °C, the heating rate is about 1200 °C/s, and
the stress level ranges from around 5 to 8 MPa. The identified
model reproduces the first 10 seconds of the experiments with600

a mean error on the radial displacement rates of around 10%.
It was shown that the heating rate seems to have no impact on
the activated creep mechanisms. A diffusion creep is identi-
fied in the α phase and a dislocation creep is identified in the
β phase. These creep mechanisms are consistent with the grain605

sizes characterized in [6] on the post-mortem samples. On the
contrary, the activation energies identified in simulated post-
DNB conditions are much higher than the usual values found in
LOCA conditions. Additional microstructure analysis should
be carried out to better understand the underlying mechanisms610

of such a difference. The model of this work is currently be-
ing implemented in the SCANAIR software developed by the
French Institute for Radiological Protection and Nuclear Safety
(IRSN), which simulates a reactivity initiated accident [34, 35].

An extension of the creep law to the first 100 seconds has also615

been proposed for 8 experiments performed in the two-phase
domain to reproduce the non linearity of the creep response at
higher time scale. This extension is based on adding the grain
growth contribution in the Norton’s law. The identification led

to a very good agreement between experimental and numeri-620

cal results with mean error on the radial displacement rates of
around 7%. Although there is a lack of data about the grain
size evolution to ensure the uniqueness of the parameter values,
these results are expected to be of great interest for the zirco-
nium community in the nuclear industry.625

From a numerical point of view, an identification procedure
has been proposed to identify a constitutive model based on
experiments carried out on tubular samples, where the loading
conditions are solely known in the region seen by the cameras.
Only the ROI was modeled to reproduce the experiments. The630

boundary conditions are imposed using the displacements mea-
sured by stereo-correlation, and a Love-Kirchhoff kinematic
was imposed to constraint the external section of the ROI. The
method was first validated on a virtual test case representative
of the real experiments before being applied to the true one.635

The sensitivity of the calculations to the creep parameters was
also presented to ensure a fast convergence of the algorithm and
minimize the risk of finding a local solution.
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